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ABSTRACT  

Purpose: This paper proposes the possibility of using confidence intervals for the 

mean and variance in selecting a suitable time-dependent distribution model for 

the process. 

Methodology/Approach: The approach describes a characteristic under 

consideration by the distribution, the location, the dispersion, and the shape, all of 

which are functions of time. The values of the characteristics under consideration 

are determined by taking samples from the process flow. Time-dependent 

distribution models are classified into four groups based on whether the location 

and dispersion moments remain constant or vary over time. 

Findings: The paper explains a method for creating random samples, along with 

the calculation, presentation, and interpretation of the confidence intervals for the 

mean and variance in choosing the appropriate time-dependent distribution model 

of the process. 

Research Limitation/Implication: The methods described in this document 

pertain exclusively to continuous quality characteristics. They can be applied to 

analyse processes across various industrial and economic sectors. The presented 

procedures assume that all instantaneous distributions are normal. 

Originality/Value of paper: Confidence intervals can improve decision-making 

when selecting a suitable time-dependent distribution model. 

Category: Research paper  

Keywords: confidence interval for the mean; confidence interval for the variance; 

time-dependent distribution model; random sample; normal distribution 
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1 INTRODUCTION 

Process analysis aims to gain knowledge of a process necessary for effectively 

controlling and improving the process. This helps ensure that the resulting products 

meet the required quality standards. A key component of this knowledge is 

identifying the process distribution and estimating its capability or performance.  

Most of the literature concerning the capability or performance of the processes 

assumes that the process is in a state of statistical control, with stationary, normally 

distributed processes. Reliable predictions of process performance can only be 

realised when the process is stable. When the important variables have been 

identified and the relationship between the important variables and the process 

output has been quantified, an online statistical process-control technique for 

process monitoring and surveillance can be employed with considerable 

effectiveness. Control charts can monitor the process output and detect when input 

changes are required to return the process to an in-control state (Montgomery, 

2013, p. 15). 

The procedure is based on the idea that there are two distinct sources of variability. 

The common (chance) causes are embedded in the system or process itself, while 

assignable (special) causes usually arise from an external source. A process that 

operates with only common causes of variation present is said to be in statistical 

control (in-control state). A process that operates in the presence of common and 

assignable causes is an out-of-control process (in an out-of-control state). 

Chakraborty and Graham (2019, p. 24) state that in a manufacturing process, for 

example, assignable causes can typically arise from defective raw materials, 

improperly adjusted or controlled machines, or operator errors. Oakland and 

Oakland (2019) state that the assignable causes can be people, plants/equipment, 

processes/procedures, materials, or the environment. Any identified assignable 

causes are addressed by engineering and operating personnel to eliminate them. 

Once removed, the process will transition from an out-of-control to an in-control 

state.  

Unfortunately, in many processes, the assumption that the process in a state of 

statistical control is normally distributed with constant parameters, which can 

change only by the influence of known assignable causes, may not be met. The 

first possible problem is recognising assignable causes and their connection with 

the patterns in control charts. According to Oakland and Oakland (2019, p. 316), 

numerous potential assignable causes exist for processes being out of control. It is 

complicated, even dangerous, to try to find an association between types of causes 

and patterns shown on control charts. Many causes could give rise to different 

patterns in different industries and conditions. Thus, recognizing the assignable 

causes that cause this state can be very challenging when a point appears outside 

control limits in a control chart. 

Additionally, it is possible that we do not have a complete list of assignable causes 

for our process. Oakland and Oakland (2019, p. 317) state that providing a 

complete list of assignable causes for a specific process is practically impossible. 
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When used carefully, the control chart informs us when to look for trouble. This 

typically contributes 10 – 20 percent of the problem. The bulk of the work in 

making improvements is associated with finding where to look and which causes 

are operating. It follows from the above that when the process is out of control, it 

is often difficult to identify the assignable causes responsible for it. Consequently, 

we cannot take corrective actions to bring the process to an in-control state. Also, 

the common causes may change over time; thus, the process distribution may 

change, even without assignable causes.  

In ISO 22514-2:2017 (ISO, 2017), it is stated that a comprehensive analysis of 

production processes shows that over time, it is very rare for processes to remain 

in a stationary state. Therefore, it is useful to analyse the process behaviour over 

time. An appropriate method of statistical process control and process performance 

assessment can only be chosen based on the results of such analysis. Time-

dependent distribution models are used to analyse the behaviour of a characteristic 

over time.  

This paper will investigate how confidence intervals for the mean and variance can 

be used to estimate time-dependent distribution models. We will prove that if at 

least two confidence intervals for the mean do not overlap or just touch, it indicates 

a change in the mean over time. Under certain conditions, the same is also true for 

the confidence intervals for the variance. We will use simulations to illustrate this 

concept. We aim to demonstrate that confidence intervals are useful for studying 

changes in a characteristic's location and variability over time. Applying the 

proposed approach for estimating a time-dependent distribution model can lead to 

a more accurate and reliable characterisation of the process, resulting in better 

decision-making on the process.  

We begin by categorising time-dependent distribution models, then we address the 

proofs related to the overlapping of confidence intervals, and finally, we 

demonstrate the obtained results through simulations. 

2 LITERATURE REVIEW 

The instantaneous (short time) distribution describes the behaviour of the 

characteristic during a short time interval, typically when a sample is taken from 

the process. The process distribution when a process is observed continuously over 

a longer period is called the resulting distribution. This distribution is described by 

a time-dependent model that reflects the instantaneous distribution of the 

characteristic being observed and the changes in location, dispersion, and shape 

parameters during the time interval of process observation. In practice, the 

resulting distribution can be represented by the entire dataset or all subgroups 

obtained during the process observation period (ISO, 2017, p. 3).  

Time-dependent distribution models can be classified into four groups according 

to whether the location and dispersion moments are constant or changing.  

A process with constant location and dispersion over time is categorised as a time-
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dependent distribution model A. In this case, all the means and variances of the 

instantaneous distributions are equal to each other, and they are equal to the 

resulting distribution. If the dispersion of a process changes over time while the 

location remains constant, it falls under time-dependent distribution model B. 

When the dispersion is constant but the location changes, it is classified as a time-

dependent distribution model C. Otherwise, it is categorised as a time-dependent 

distribution model D. The distribution model A has two alternatives  ̶  A1 with 

normal and A2 with not normal but unimodal instantaneous distributions. The 

distribution model B is characterised by systematic and random (e.g., lot-to-lot) 

change of dispersion, normal instantaneous and unimodal resulting distribution. 

The distribution model C has four variants  ̶  C1 with a random change of location, 

a normal instantaneous distribution, and a normal resulting distribution; C2 differs 

from C1 by having a resulting distribution that is not normal but unimodal; C3 is 

characterised by a systematic (trend) change of location,  unimodal instantaneous 

distributions and, the resulting distribution of any shape; C4 indicates the process 

model with systematic and random (e. g. lot to lot) change of location, an 

instantaneous distribution of any shape, and the resulting distribution of any shape. 

The process model D models the process with a systematic and random change of 

location and dispersion and instantaneous and resulting distribution of any shape 

(ISO, 2017; Jarošová and Noskievičová, 2015; Zgodavová, et al., 2020). The 

method for calculating capability and performance indices varies based on the 

time-dependent distribution model used for the process. 

The process analysis needs to identify the appropriate time-dependent distribution 

model. Certain models suppose the normal distribution for the characteristic being 

studied. The graphical method enables the visual assessment of normality (see 

Normality test). Normality tests are additional tools used in conjunction with other 

statistical methods. They are used to determine whether a normal distribution can 

accurately represent a population. Several tests are available for this purpose (for 

a list, see Ghasemi and Zahediasl, 2012; Thode, 2002).  

When the normality of instantaneous distributions is not rejected, we can test the 

equality of means of the instantaneous distributions using the analysis of variance 

(ANOVA). Three assumptions are necessary to use ANOVA: For each population, 

the dependent variable is normally distributed, the variance of the dependent 

variable is the same for all populations, and the observations must be independent 

(Anderson et al., 2020; Terek, 2017). When the null hypothesis is rejected in the 

ANOVA, it only leads to the conclusion that the means are not all equal. To 

identify where differences between the means occurred, Fisher's LSD (Least 

Significant Difference) procedure can be utilised. This involves performing a  

t-test for all pairs of mean values at the same level of significance.  

The assumption that variances are equal across all populations can be tested using 

Bartlett's Test (Statistics How To, 2024). Bartlett's test is sensitive to departures 

from normality, meaning that if the samples come from non-normal distributions, 

then Levene's and the Brown-Forsythe test are alternative tests that are less 

sensitive to departures from normality. If the null hypothesis of equal variances is 
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rejected in these tests, it is concluded that there are differences among the 

variances. 

3 METHODOLOGY 

The values of the considered characteristics are typically determined based on 

samples taken from the process flow. The sample size and frequency should be 

chosen depending on the type of process and the type of product to ensure that all 

important changes are detected in time (ISO, 2017, p. 3). Therefore, determining 

the type of time-dependent distribution model will be based on multiple samples 

from the process flow over time, covering all possible expected changes in the 

process.  

Let us understand how to take the samples. A population in which it is impossible 

or unrealistic to record every unit in real-time is considered infinite even when it 

is finite. A random sample from an infinite population is obtained by selecting n 

units to satisfy two conditions: each selected unit is from the same population, and 

each unit is selected independently. Then, the observations are statistically 

independent and identically distributed random variables, and the usual statistical 

inference methods can be used. The sample should consist of units produced 

simultaneously or as closely together as possible to ensure that all observations are 

from the same population (probability distribution ). Ideally, consecutive units of 

production should be taken. The independence condition should be fulfilled so that 

the units are produced independently. Thus, the production of each unit can be 

considered the implementation of an independent random experiment (Terek, 

2023). Suppose we take more random samples from the process flow over a time 

that covers all potential expected changes. The behaviour of the parameters in 

instantaneous distributions will be studied based on these samples.  

In the first step of the analysis, the normality of the distributions must be checked. 

Usually, about 20 points are required to produce normal probability plots that are 

stable enough to be easily interpreted (Montgomery et al., 2021, p. 144). We 

recommend a sample size of n = 30 for all samples to ensure that the confidence 

interval for the mean is applicable even if the population distribution is not normal.  

In the upcoming analysis, we will calculate confidence intervals. Assuming that 

the hypothesis regarding normal distribution is not rejected based on either sample, 

we can consider all instantaneous distributions to be normal. After this, we can 

calculate the (1 – α)100% confidence interval for the mean based on each sample. 

If �̄� is the value of the sample mean of a random sample of size n from a normal 

population with the known variance 𝜎2, then  

�̄� − 𝑧1−
𝛼

2

𝜎

√𝑛
 ≤  ≤ �̄� + 𝑧1−

𝛼

2

𝜎

√𝑛
       (1) 

where 𝑧1−
𝛼

2
 is (1 −

𝛼

2
)100% quantile of standard normal distribution and 𝜎 = √𝜎2 

is standard deviation, is a (1 – )100% confidence interval for the mean of the 
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population. Since all taken samples are of the size n = 30, we can estimate 𝜎 by s, 

where 𝑠 = √
1

𝑛−1
∑ (𝑥𝑗 − �̄�)

2𝑛
𝑗=1  and replace 𝜎 in relation (1) by s.  

If the normality of all instantaneous distributions was confirmed, the confidence 

intervals for variance can be used to check the variability of the process. If  𝑠2 is 

the value of the sample variance of a random sample of size n from a normal 

population, then 

(𝑛−1)𝑠2

𝜒
1−

𝛼
2

2 (𝑛−1)
≤ 𝜎2≤ 

(𝑛−1)𝑠2

𝜒𝛼
2

2(𝑛−1)
        (2) 

where 𝜒𝛼

2

2(𝑛 − 1) and 𝜒
1−

𝛼

2

2 (𝑛 − 1) are the 
𝛼

2
100%, and (1 −

𝛼

2
) 100% quantile of 

a chi-square distribution with (𝑛 − 1) degrees of freedom is a (1 – )100% 

confidence interval for 𝜎2. Finally, we obtain the time series of confidence 

intervals for the mean and for the variance in the whole period that covers all 

possible expected changes in the process.  

4 CONFIDENCE INTERVALS AND CHANGING THE 

PARAMETERS OVER TIME  

Suppose we have taken more independent random samples of size n = 30 from 

the process flow over a time that covers all potential expected changes, and all 

instantaneous distributions are normal. Confidence intervals for the mean and the 

variance were computed based on these samples. Now, let us consider a scenario 

where there are two non-overlapping or just touching confidence intervals for the 

mean within the sequence of these intervals over time: 

�̅�1 − 𝑧1−
𝛼

2

𝑠1

√𝑛
 ≤ 𝜇1 ≤ �̅�1 + 𝑧1−

𝛼

2

𝑠1

√𝑛
 

�̅�2 − 𝑧1−
𝛼

2

𝑠2

√𝑛
 ≤ 𝜇2 ≤ �̅�2 + 𝑧1−

𝛼

2

𝑠2

√𝑛
 

and  

�̅�1 − 𝑧1−
𝛼

2

𝑠1

√𝑛
≥ �̅�2 + 𝑧1−

𝛼

2

𝑠2

√𝑛
       (3) 

After the simple adjustments of (3), we get 

�̅�1 − �̅�2 ≥ 𝑧1−
𝛼

2

𝑠1+𝑠2

√𝑛
        (4) 

Now, based on the same two samples, we want to conduct a test:  

𝐻0: 𝜇1 = 𝜇2          (5) 

𝐻1: 𝜇1  𝜇2 

 – significance level of the test. 
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Since both sample sizes are large (n = 30) and we do not know the variances of 

the populations, we can replace the population variances 𝜎1
2 and 𝜎2

2 with the values 

of the sample variances 𝑠1
2and 𝑠2

2 in the definition of the critical region of the test, 

which is then 

|𝑧| > 𝑧1−
𝛼

2
,  where  𝑧 =

�̄�1−�̄�2

√𝑠1
2+𝑠2

2

𝑛
 

 

If �̅�1 > �̅�2 , then 

�̄�1 − �̄�2

√𝑠1
2 + 𝑠2

2

𝑛
 

> 𝑧
1−

𝛼
2
 

After a simple adjustment, we get 

�̄�1 − �̄�2 > 𝑧1−
𝛼

2

√
𝑠1

2+𝑠2
2

𝑛
= 𝑧1−

𝛼

2

√𝑠1
2+𝑠2

2

√𝑛
      (6) 

We can prove that 𝑠1 + 𝑠2 > √𝑠1
2 + 𝑠2

2: 

√𝑠1
2 + 𝑠2

2 = √(𝑠1 + 𝑠2)2 − 2𝑠1𝑠2 

and 

𝑠1 + 𝑠2=√(𝑠1 + 𝑠2)2 

From the comparison of the last two relations, it follows that: 

𝑠1 + 𝑠2 > √𝑠1
2 + 𝑠2

2         (7) 

It follows from the validity of (7) that if relation (4) holds, then relation (6) must 

also apply. This indicates that if the relation (3) is true, the value of the test statistic 

falls within the critical region of the test. Therefore, if the two intervals do not 

overlap or just touch each other, in test (5) at the significance level  , we reject 

𝐻0 in favour of 𝐻1. Consequently, if there are at least two confidence intervals in 

the time series that do not overlap or just touch each other, we can conclude that 

the mean of the process changes over time. 

Now, let's consider there are two non-overlapping or just touching confidence 

intervals for the variance within the sequence of these intervals over time: 

(𝑛−1)𝑠1
2

𝜒
1−

𝛼
2

2 (𝑛−1)
≤ 𝜎1

2≤ 
(𝑛−1)𝑠1

2

𝜒𝛼
2

2(𝑛−1)
 ;         

(𝑛−1)𝑠2
2

𝜒
1−

𝛼
2

2 (𝑛−1)
≤ 𝜎2

2≤ 
(𝑛−1)𝑠2

2

𝜒𝛼
2

2(𝑛−1)
 

and 

(𝑛−1)𝑠1
2

𝜒
1−

𝛼
2

2 (𝑛−1)
≥

(𝑛−1)𝑠2
2

𝜒𝛼
2

2(𝑛−1)
         (8) 

After the simple adjustments of (8), we get 
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𝑠1
2

𝑠2
2 ≥

𝜒
1−

𝛼
2

2 (𝑛−1)

𝜒𝛼
2

2(𝑛−1)
          (9) 

Based on the same two samples, we want to conduct a test:  

𝐻0: 𝜎1
2 = 𝜎2

2          (10) 

𝐻1: 𝜎1
2 ≠ 𝜎2

2 

 – significance level of the test. 

The critical region of the test is  

𝑠1
2

𝑠2
2 > 𝐹1−

𝛼

2

(𝑛 − 1, 𝑛 − 1 ) for 𝑠1
2 > 𝑠2

2       (11) 

where 𝐹1−
𝛼

2

(𝑛 − 1, 𝑛 − 1 ) is the(1 −
𝛼

2
) 100% quantile of a Fisher distribution 

with (n −1) and (𝑛 − 1) degrees of freedom. We can easily show that for n = 30, 

and usual significance levels  = 0.01; 0.05; 0.1, condition (12) is met: 

𝜒
1−

𝛼
2

2 (𝑛−1)

𝜒𝛼
2

2(𝑛−1)
> 𝐹1−

𝛼

2

(𝑛 − 1, 𝑛 − 1 )        (12) 

It follows from the validity of condition (12) that if relation (9) holds, then relation 

(11) must also apply. This indicates that if the relation (8) is true, the value of the 

test statistic falls within the critical region of the test. That means that if the two 

intervals do not overlap or just touch each other, in test (10) at the level of 

significance  we reject 𝐻0 in favour of 𝐻1. Consequently, if there are at least two 

confidence intervals in the time series that do not overlap or just touch each other, 

we can conclude that the variance of the process is changing over time. If the 

values n and  are different of n = 30,   = 0.01; 0.05 or 0.1, the fulfilment of the 

relation (12) has to be verified.  

If all confidence intervals for the mean overlap, it does not necessarily indicate that 

the mean is not changing over time. In such cases, conduct tests (5) for the pairs 

of means or apply ANOVA. Similarly, if all confidence intervals for the variance 

overlap, it does not mean the variance is not changing over time. In this situation, 

perform tests (10) for the pairs of variances or use Bartlett's test. 

In general, confidence intervals can be beneficial in cases where the normality of 

all instantaneous distributions was not rejected, and there are non-overlapping or 

just touching confidence intervals. Then, they can significantly quicken and make 

the recognition of the time-dependent distribution models A1, B, C1, and C2 more 

accurate. The confidence intervals can eventually also help identify assignable 

causes and indicate trends, if any. However, if all confidence intervals in each 

diagram overlap, further analysis should be conducted using statistical tests.  
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4.1 Simulation experiments  

In our analysis, we will only consider cases where the acceptance of normal 

distribution applies to instantaneous distributions. This applies to models A1, B, 

C1, and C2. We will consider a characteristic: the dimension of a product measured 

in millimetres (mm).  

In situation A1, we assume that all instantaneous distributions have a normal 

distribution with a mean of  = 100 mm and a standard deviation of 𝜎 = 0,01 mm. 
Using Excel, we generated ten random samples of size 30 from this distribution. 

For each sample, we calculated the 95% confidence interval for the mean and the 

95% confidence interval for the variance. We have included a diagram showing 

300 observations (Figure 1 on the left) and time series diagrams of the confidence 

intervals for the mean (Figure 1 on the right) and for the variance (Figure 2). 

   

Figure 1 – A1: Observations and confidence intervals for the mean 

 

Figure 2 – A1: Confidence intervals for the variance 

In situation A1, the confidence interval diagrams (see Figures 1 and 2) show that 

all intervals overlap. This suggests that we have not proven the differences in 

means and variances of the instantaneous distributions. However, it does not 

necessarily mean that they are equal. In these situations, conduct tests (5) for the 

pairs of means and tests (10) for the pairs of variances. Alternatively, further 

analysis can be conducted using ANOVA and Bartlett's test. 
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In model situation B, we assume that all instantaneous distributions have a normal 

distribution with a mean of  = 100 mm and that the standard deviation of the 

instantaneous distributions varies randomly from 0.01 to 0.02 mm. We generated 

10 random samples of size n = 30 from these distributions. For each sample, we 

calculated a 95% confidence interval for the mean and a 95% confidence interval 

for the variance. We have included a diagram showing 300 observations (Figure 3 

on the left) and time series diagrams of the calculated confidence intervals (for the 

mean – Figure 3 on the right and for the variance – Figure 4). 

   

Figure 3 – B: Observations and confidence intervals for the mean 

 

Figure 4 – B: Confidence intervals for the variance 

In scenario B, the confidence intervals diagram for the variance shows non-

overlapping intervals (see Figure 4), indicating that there is statistical evidence 

of variance changes over time. In contrast, the confidence intervals diagram for 

the mean shows that all intervals overlap (refer to Figure 3 on the right). This 

suggests that we have not proven differences in the means of instantaneous 

distributions. However, this does not necessarily imply that the expected value 

is not changing over time. Tests (5) should be conducted for the pairs of means 

or to utilise the ANOVA test. 

In the model situation C1 and C2, we assume that all instantaneous distributions 
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a 95% confidence interval for the mean and a 95% confidence interval for the 

variance. We have included a diagram with 300 observations (Figure 5 on the 

left and time series diagrams of the calculated confidence intervals (for the mean 

- Figures 5 on the right and for the variance – Figure 6).  

   

Figure 5 – C1, C2 – Observations and confidence intervals for the mean 

 

Figure 6 – C1, C2 – Confidence intervals for the variance 

In cases C1 and C2, the confidence intervals diagram for the mean shows non-

overlapping intervals. This indicates that we have statistical evidence that the mean 

varies over time (see Figure 5 on the right). In contrast, the confidence intervals 

diagram for the variance (see Figure 6) shows that all intervals overlap. This 

suggests that we have not proven differences in the variances of the instantaneous 

distributions. However, this does not imply that the variance remains constant over 

time. To investigate this further, we should conduct tests (10) for the pairs of 

variances, or we could use Bartlett's test for additional analysis. 

5 CONCLUSION  

The paper proposes possibilities for estimating a time-dependent distribution 

model for the process using confidence intervals for the mean and variance. It 

assumes a normal distribution of all instantaneous distributions.  The time-

dependent distribution model used for the process determines the method for 

calculating capability and performance indices. 
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This paper recommends displaying the time series of confidence intervals for the 

mean and variance of all instantaneous distributions in separate diagrams. This will 

give an instant idea of the situation (see figures in section 4.1). We have proven 

that if at least two confidence intervals for the mean do not overlap or just touch 

each other, it indicates a change in the mean of the process over time. Similarly, 

for the variance, if there are at least two non-overlapping or just touching 

confidence intervals, it suggests a change in the variance of the process over time 

(if condition (12) is met). When all intervals in each diagram overlap, it does not 

provide evidence of changing parameters over time. However, this does not mean 

that the parameters are constant over time. In such cases, tests (5) and/or (10) 

should be conducted. Alternatively, further analysis can be conducted using 

ANOVA and/or Bartlett's test.  

The proposed analysis method can rapidly determine whether at least two 

confidence intervals do not overlap or just touch. It will provide the basis for the 

corresponding decision on changing the parameter over time. The diagrams can 

also indicate any trends in the parameter's development, if any, and eventually help 

identify assignable causes. All these possibilities are illustrated in section 4.1. In 

Nussbaum (2024), it is noted that statistical tests should be supplemented with 

other methods, such as graphical control. Therefore, it is also recommended that 

diagrams of observations be included in the analysis. In general, confidence 

intervals can be understood as a supplementary tool to the relevant statistical tests, 

which can even replace them in the case of non-overlapping intervals. Applying 

the proposed procedure for estimating a time-dependent distribution model can 

lead to a quicker, more accurate, and more reliable characterisation of the process, 

resulting in better decision-making. In future research, the use of confidence 

intervals for the mean for estimating a time-dependent distribution model could be 

explored when the instantaneous distributions are not normal.  
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